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Summary

I obtained an engineering degree at INSA Rennes, where I learned solid coding practices and spent six
months at Polytechnique Montreal. I also completed a research-focused master’s degree during my final
year.
For my end-of-study internship at IRISA and throughout my Ph.D., I explored multimodality and semantic
indexation, working to bridge the gap between textual and visual data for misinformation detection. My
second main focus was on text generation, especially cooperative generation guided by external models.
I also investigated reinforcement learning for training language models, integrating it into cooperative
generation and studying multimodal rewards.
After my Ph.D., I joined LightOn, where I work on retrieval and explore encoders, late-interaction, and
multimodal document retrieval.

Work Experience

R&D Machine Learning Engineer - LightOn February 2024 - Today

Research and development to improve the retrieval augmented generation product (Paradigm)

Visiting Researcher - Sorbonne University December 2021

One month internship in the MLIA team to collaborate on cooperative generation

Teaching Assistant - Rennes University 2020-2021

– Teaching data analysis to undergraduate students (ISTIC)

– Teaching machine learning to engineer students (ESIR)

Trainee - IRISA February - July 2020

End-of-studies research internship on the subject of image repurposing detection using multimodal
models

Trainee - Them-is

– Realization of a web project for the Basel-Mulhouse airport June - July 2019

– Web development of the firm’s portfolio July - August 2018

Education

IRISA, IMATAG Industrial Ph.D. in Artificial Intelligence (Multimodal Misinfor-
mation Detection) – ATALA 2024 Thesis Award 2020-2023

UNIVERSITY OF RENNES 1 M.Sc. degree in Research in Computer Science – highest honors
2019-2020

POLYTECHNIQUE MONTRÉAL International exchange 2019
INSA RENNES Engineering degree 2015-2020

Code

ModernBERT 1.4k⋆ GitHub

– Modernize the pre-training of encoder-only models using data scaling and architecture from recent
Large Language Models

https://github.com/NohTow
https://x.com/antoine_chaffin
https://www.linkedin.com/in/antoine-chaffin/
https://antoine.chaffin.fr
mailto:antoine@chaffin.fr
https://github.com/AnswerDotAI/ModernBERT


PyLate 320⋆ GitHub

– Built on top of Sentence Transformers, PyLate is designed to simplify and optimize training, inference,
and retrieval with state-of-the-art late interaction models

PPL-MCTS & Which Discriminator 65⋆ GitHub

– Guiding language model to generate text matching an external constraint using MCTS

– Speed-up cooperative generation using unidirectional discriminator to leverage caching

Therapy 1⋆ GitHub

– Generate global explanations of a discriminator without requiring data using cooperative generation

WTF-RL 11⋆ GitHub

– Explore ground truth captions can be leveraged to train image captioning models using cross-modal
rewards in a reinforcement learning training scheme

Models

ModernBERT Hugging Face

– Modernized encoders trained on 2T tokens achieving SOTA performance on classification and retrieval
while being extremely efficient

ModernBERT-embed-large Hugging Face

– Fine-tuning of ModernBERT-large for dense retrieval

GTE-ModernColBERT Hugging Face

– State-of-the-art late interaction model trained using knowledge distillation

MonoQwen2-VL-v0.1 Hugging Face

– Fine-tuning of Qwen2-VL for visual document reranking using the MonoT5 approach

Mambaoutai Hugging Face

– 1.6B mamba model trained on 300B tokens with exploration on enabling continued pre-training by the
community
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